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Abstract

We are in the initial stages of development of a ‘‘non-empirical’’ numerical tool for jet-noise prediction in the airline industry,

ultimately to treat complex nacelles and nozzles. The non-empirical demand leads to compressible large-eddy simulations, followed

by post-processing to produce the far-field sound. Here we treat a simple cold jet with an axisymmetric geometry. The simulations

leave out the subgrid-scale model (which causes too much dissipation on the present grid as is often the case in transitional flows),

use slightly upwind-biased high-order differencing, and are preliminary in that a grid-refinement has not yet been performed. We do

not use any unsteady forcing. The initial instability remains grid-sensitive, but the region with developed turbulence gives accurate

statistics. The sound seen in the simulations is also realistic. The far-field sound calculations use the Ffowcs Williams–Hawkings

(FWH) equation with a control surface that encloses the turbulence as much as possible, and the outside quadrupoles omitted. We

focus on the influence of the surface location and the problem of closing the FWH surface at the outflow of the simulation. Though

many physical and numerical issues are only partly resolved, the agreement with experiment is quite good for the sound�s level,

directivity, and spectral content.
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1. Introduction

Our motivation to reduce airliner noise is higher than

ever. However the room for further by-pass-ratio in-

creases, bringing about both noise improvement and
performance benefits, is now very narrow, and we have

to trade cost or performance for silence. This might

involve setting the fan diameter or nozzle length beyond

the cost optimum, or building non-circular nozzles, with

‘‘chevrons’’ on their trailing edge or any other devices

that reduce jet noise at an acceptable performance/cost

penalty. The evaluation of such devices at a design stage,

or a noise prediction sufficient for certification, are near
impossible without a very capable computational tool

for far-field noise prediction. The available methods rest

on scaling laws such as Lighthill�s based on the engine�s
dominant parameters, or on constructs based on steady

CFD solutions with two-equation turbulence models.

These involve numerous empirical steps, particularly in

synthesizing noise sources from just two turbulent pa-

rameters and a mean deformation tensor. There is no

basis to expect that they remain accurate with stream-

wise vortices injected by chevrons, other new flow fea-

tures due to design innovations, nor even wide
temperature variations. Screech and shock-cell noise

further challenge these methods.

We consider that only methods that calculate the

sound from first principles starting via large-eddy sim-

ulations (LES) coupled with integral (Kirchhoff or

Ffowcs Williams–Hawkings) methods for the far-field

noise evaluation have real promise. Though such studies

are active in the academic circles with large grids (at
least several million nodes) and high-order numerics for

simple jets (see, for example, Freund et al., 1998; Bogey

et al., 2000; Constantinescu and Lele, 2001; Freund,

2001), they will not lead directly to a tool of industrial

‘‘strength’’ in a few years. This must include the ability

to treat high-Reynolds number two-stream jets, in flight,

with the nacelle and chevrons or similar features. This

jet noise is in addition to combustion noise, fan noise,
and other sources, which require different tools. Screech
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and shock-cell noise will be amenable to the present

method, although shocks may defeat the high-order

differencing that is customary in LES. Both the fre-

quency spectrum and the directivity are essential with a
desired accuracy of about 2–3 dB. The frequency range

of interest extends, roughly, from 10 Hz up to 4 kHz,

which puts much pressure on the range of scales to be

resolved in the CFD of the flow and on the algorithm

used for extracting far-field sound.

In this paper we outline the initial development of the

tool. In Section 2 we succinctly present the approaches

used for flow and far-field sound computation. Then, in
Section 3, we outline the major results obtained to date

for simple round jets. In Section 4, we discuss issues,

which arose in the course of the study, and prospects for

further work.

2. Numerical approaches for jet-flow and far-field noise

computation

2.1. Jet-flow simulation

The NTS code (Strelets, 2001) is capable of treating

quite general geometries, with multi-block structured

grids, and a wide range of Mach numbers. The Navier–

Stokes flow solver is based on an optional (upwind

biased or centered) high-order finite-volume approxi-
mation in space, and on a second-order three-layer im-

plicit procedure in time. The upwind part of the scheme

uses the flux-difference splitting algorithm of Roe (1981).

More specifically, for the inviscid fluxes, F , we use the

fifth-order upwind and the fourth-order centered
schemes with a geometry-dependent weight function,

rupw:

Fhybrid ¼ rupwFupw þ ð1� rupwÞFcentral:

For the viscous fluxes, the centered second-order ap-

proximation is used.

The weight function used in the computations is

shown in Fig. 1. It provides a gradual switch towards the

centered scheme starting at the plane of the nozzle exit

(x ¼ 0) and ending at x ¼ D (D is the nozzle diameter)

where the weight of the upwind part reaches its mini-

mum value ðrupwÞmin ¼ 0:25. As a result, the scheme is
operating as an effectively centered one in the most ac-

tive turbulent and mid-acoustic regions where the

highest resolution is needed. If ðrupwÞmin is lowered

further, the solution in the turbulent-acoustic interface

becomes highly non-monotonous, and therefore unus-

able. This occurs with the rather high Reynolds number

we are using, as discussed shortly.

With the use of the above numerics we have been
running a ‘‘coarse-grid direct numerical simulation’’

(DNS) by which we mean a numerical solution of the

three-dimensional unsteady Navier–Stokes equations on

grids that are too coarse to claim a ‘‘true’’ DNS but still

capable of providing a sufficient resolution of the major

Nomenclature

Ar05 rate of jet half-radius growth

Bu rate of jet centerline-velocity decay

c sound speed

D nozzle diameter

f frequency

M Mach number, Ujet=c0
n vector of outward normal

nj projections of vector n on coordinate axes
r radial coordinate, ðy2 þ z2Þ1=2
p pressure

St Strouhal number, fUjet=D
t time

T temperature; length of time sample

Tij components of Lighthill�s tensor
u, v, w, uj velocity components

Ujet jet velocity
un normal velocity component

V volume outside FWH control surface

x, y, z, xj Cartesian coordinates

x observer radius-vector

y field point radius-vector

c specific heat ratio

d, d� incoming boundary layer thickness and mo-

mentum thickness

Dt time-step

Dx, Dr, Du grid spacing

Ds time-step of FWH data saving

h angle between jet axis and observer radius-
vector

k wave-length

q density

R control FWH surface

sr retarded time

u polar angle

x angular frequency, 2pf

Subscript

0 ambient (still air) parameters

Superscript
0 acoustic and turbulent perturbations
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flow-structures responsible for the noise generation. The

approach is similar to that called monotonically inte-

grated LES (MILES), which is known to be rather

successful as applied to the free shear flows (Oran and
Boris, 2001), but is not exactly MILES, since the nu-

merical method we use is not strictly monotonic. Our

motivation for this is to obtain velocity fields rich en-

ough to exercise the sound calculation with a manage-

able grid and the possibility of running many cases. We

reserve true LES, detached-eddy simulation (Spalart

et al., 1997), or may be some other hybrid approach for

more complex real life geometries.
The grid we used (see Fig. 2) has a two-block topo-

logy that seems optimal for axisymmetric jets. The inner

block (which has 151� 13� 13 nodes) is helpful to avoid

a singularity at the axis of the cylindrical coordinates.

The outer, O-type, block has 171� 52� 49 nodes in the

streamwise, radial, and azimuthal directions respectively

which resulted in a total number of nodes 	500,000. The

simulations were performed at the Reynolds number
104, while the limit for well-resolved DNS with this grid

is closer to 2� 103. Consequently we make no claim to

grid-independent solutions although, as shown below,

the present grid and numerics predict the turbulence

statistics in the developed jet region with a very ac-

ceptable accuracy (upstream of that region, we do not

have reference data with sufficient knowledge of the

inflow conditions).

2.2. Boundary conditions and near-boundary treatment

The design of non-reflective inflow/outflow boundary

conditions and other tools aimed at suppressing the er-

rors caused by reflections from the boundaries, e.g.,

sponge-like layers of different kinds (Freund, 1997;

Zhao et al., 2000; Ashcroft and Zhang, 2001), is a

challenging CFD issue that is especially important when

the final goal of a simulation is sound prediction. An-

other challenge is the formulation of physically correct
inlet conditions that provide a realistic flow behavior in

the jet entry region. In the present work the following set

of boundary conditions and near-boundary treatment

has been implemented.

At the left boundary (x ¼ �5, jrj > 0:5D and x ¼ 0,

jrj < 0:5D) we impose profiles of the normal velocity

and temperature, and set the tangential velocity to zero.

To set the pressure we use the one-dimensional non-
reflecting boundary condition proposed by Engquist

and Majda (1977) op=ot þ ðu� cÞop=ox ¼ 0 (c is the

local speed of sound).

At the ‘‘funnel-shaped’’ lateral boundary of the do-

main we use extrapolation for the radial velocity, ur. The
velocity vector may point into the domain, or outwards,

making it locally an ‘‘inlet’’ or an ‘‘outlet’’ region. At the

outlet points of the funnel, we extrapolate the other two
velocity components and the quantity p=qc and compute

Fig. 2. Computational grid in xy-plane (a) and its enlarged fragment in

yz-plane (b); bold lines: inner block, thin lines: outer block.

Fig. 1. xy-cut of the weight function contours (a) and its enlarged

fragment (b).
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the speed of sound as c ¼ 0:5ðcextr þ c0Þ, where cextr is a
value obtained by linear extrapolation from the interior

grid nodes and c0 is the speed of sound in the ambient air.

At the inlet points of the funnel we impose the
streamwise velocity, ux, equal to the desired co-flow

velocity (zero in the present paper) and set the azimuthal

component, uu, to zero. Other than that, we assume that

the ambient parameters (p0, T0, q0) are known and use

‘‘isentropic’’ relations p=qc ¼ p0=q
c
0 and T=T0 ¼ ½1þ

0:5ðc � 1Þður=cÞ2��1.

At the right boundary we impose the first order zero

x-derivative condition for all the variables, including
pressure. Though such conditions are mathematically

sub-optimal, they still work thanks to holding the

pressure at the funnel. Also, these conditions are the

only ones we tried that tolerate the events of negative

streamwise velocity associated with jet turbulence in a

zero co-flow.

In order to avoid or, at least, to weaken the reflec-

tions which are inevitable with the above (and probably
with any other) boundary conditions, we place an ‘‘ab-

sorbing’’ stationary layer along all the boundaries, ex-

cept for the nozzle exit. The idea originates with Freund

(1997), and the simple implementation we use in the

present work was suggested by Ashcroft and Zhang

(2001). It consists in a smooth matching of a real and a

‘‘target’’ flowfield within the layer with the use of the

relation

F ðlÞ ¼ ð1� sÞ  F ðlÞ þ s  FtargetðlÞ:

Here F is the ‘‘real’’ flow quantity (from the solution on

the current time step) at the considered point, Ftarget is
the corresponding target quantity at the same point,

s ¼ ðl=LÞb, L is the width of the layer, and l is the dis-

tance from the internal boundary of the layer to the

considered point (0 < l < L). The values of the control

parameters adjusted in the course of preliminary simu-

lations are as follows: b ¼ 3, L ¼ 10D at the outflow

boundary, 5D at the funnel, and 3D at the left boundary

(x ¼ �5D). Finally, the target solution we used was just
an arbitrary instantaneous flowfield from the simulation

at t > 500D=Ujet (a test using instead the time- and u-
averaged solution as a target flow-field showed no visual

difference). In addition to the use of the absorbing layer,

in order to speed up damping of the disturbances in the

near boundary region, within the absorbing layer, the

order of the upwind part of the scheme is changed from

fifth to third.
It should be emphasized that in contrast with most

studies in the literature that use unsteady forcing at the

nozzle exit, often involving many Fourier modes in time

and space as well as random shifts, we preferred to

perform simulations with steady inlet boundary condi-

tions. This avoids both the introduction of arbitrary

parameters and the necessity to filter out the ‘‘false’’

noise created by the artificial forcing. Thus, we impose a

steady uniform velocity profile with the thin boundary

layer. Nonetheless, the flow comes out realistic, i.e., we

do observe all the features typical of the initial region of

jets at high Reynolds numbers (the shear layer roll-up,
vortex pairing, flow three-dimensionalisation, and fast

transition to turbulence). On the other hand, we do re-

alize that this behavior is numerics/grid-dependent at the

present levels of resolution, Reynolds number, and

shear-layer thickness. As an illustration, in Fig. 3 we

show vorticity snapshots from simulations with the

nominal and a delayed switch from upwind-biased to

centered scheme (starting at x ¼ 2D instead of x ¼ 0).
We know also that full-size flows should have ‘‘LES

content’’ (i.e., resolved eddies) in the incoming bound-

ary layers which may be a key to a more reproducible

transition process (since the turbulence will obey normal

boundary-layer physics), but the compromises between

resolution and realism will be difficult. Even an LES

(say, with the Smagorinsky or SA subgrid model; Shur

et al., 1999) of the jet without a nozzle is much more
demanding in terms of the computer resources than the

coarse-grid DNS we are employing in this study. This is

demonstrated in Fig. 4, where we present a comparison

of vorticity snapshots obtained from coarse-grid DNS

and from LES with the SA subgrid model. The figure

clearly indicates that in LES, transition to turbulence is

delayed by many diameters, even though the grid is

capable of resolving the shear layer roll-up. This is due
to the inability of subgrid models to distinguish the

mixing-layer conditions from the inertial-range condi-

tions they were adjusted for. The only immediate solu-

Fig. 3. Vorticity snapshots with the nominal (a) and delayed (b) start of

switching to the centered scheme.
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tions would be to strongly refine the grid, or to arbi-

trarily weaken the SGS model.

2.3. Acoustic post-processor

For the evaluation of the far-field sound we use the

Ffowcs Williams–Hawkings (FWH) equation, which

seems to be the best compromise between numerical

efficiency and accuracy. For the present case of a jet with

no co-flow, the FWH theory (Ffowcs Williams and

Hawkings, 1969), which generalizes Lighthill�s (1952)

acoustic analogy, gives the following relation for the far-
field acoustic pressure, p0 ¼ pðx; tÞ � p0 (Dowling, 1992):

4pjxjp0ðx; tÞ ¼ xjxl
jxj2c20

o2

ot2

Z
V

fTjlgdV
� �

þ xj
jxjc0

o

ot

Z
R
fp0nj

�
þ qujungdR

�

þ o

ot

Z
R
fqungdR

� �
: ð1Þ

Here vector x defines an observer position; R is the

FWH surface; V is the volume outside R; the quantities
in square brackets are computed at the ‘‘retarded’’ time,

i.e., at the moment when the sound was generated

sr ¼ t � jx� yj=c0 where y is the coordinate of the cur-

rent field point (sr 	 t þ xjyj=ðjxjc0Þ þ const in the ‘‘far-

field’’, i.e., at large jxj=jyj); nj are the projections of

the vector of outer normal to R, n, on the coordinate

axes; Tjl ¼ qujul þ pjl � c20q
0djl is the Lighthill tensor;

q0 ¼ q � q0 is the acoustic density; pjl ¼ pdjl � sjl is the
total stress tensor; sjl is the viscous stress tensor; uj are
the velocity components, and un is the velocity compo-

nent normal to the surface. In high-Reynolds-number

flows the viscous term in the Lighthill�s tensor is often

omitted which results in the relation Tjl ¼ qujul þ
ðp0 � c20q

0Þdjl. However, we note that in LES, SGS

stresses vanish only as the grid spacing vanishes; this is

an additional incentive to place R in an area that re-
moves the need to involve this tensor.

If all the noise sources are located inside the surface

R, then the first, quadrupole, term in the right-hand side

of Eq. (1) can be omitted which results in a crucial

simplification of the solution procedure. The database is

three- rather than four-dimensional. The principal dif-

ficulty in jet cases, as opposed to the cases of ‘‘isolated

turbulence’’ considered by Lighthill, is dealing with the
slow decay of the turbulence downstream, which means

that Tjl does not accurately fall to zero within a man-

ageable distance. This will be even worse with a co-flow,

unless the convection of weak turbulence by a non-zero

co-flow can be used to advantage to approximate the

contribution of the missing region.

In the course of the flow simulation, the surface in-

tegrands in the right-hand side of (1) are saved with a
time interval Ds, and a dedicated acoustic post-proces-

sor performs a numerical Fourier transform (FT) of

Eq. (1). As a result, we obtain the FT of the acoustic

pressure p̂pðx; fnÞ for the discrete set of frequencies

fn ¼ n=ðNDsÞ, n ¼ 0; 1; . . . ;N=2 (N is the number of

fields saved in the time-sample) and for different ob-

server directions (h;u). After averaging of that quantity

over the polar angle u, we get the amplitude of the far-
field acoustic pressure as a function of the non-dimen-

sional frequency St ¼ fD=Ujet and observer position, h (h
is the angle between the jet axis and the radius-vector of

the observer x).

It should be emphasized that, when we first imple-

mented the technique briefly outlined above, we were

faced with very inaccurate sound predictions when the

FWH surface was closed at the downstream end (thus
including a ‘‘closing disk’’), which is, strictly speaking,

necessary to be consistent with the fundamentals of the

approach. Predictions with the surface left open were

much closer to experiments. A study of this issue showed

that the errors are associated with the computation of

the time derivatives in (1) in Fourier space with the use

of relation FTðow=otÞ ¼ �ixFTðwÞ. This is explained by

non-periodicity of the signal wðtÞ which leads to a dis-
continuity if, as it is assumed by the FT, the signal

values at the ends of a time sample are simply ‘‘con-

nected’’. At the outlet disk, for any reasonable length

of the computational domain, the amplitude of the
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Fig. 4. Vorticity snapshots from LES with SA subgrid model and from

coarse-grid DNS.
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discontinuity turns out rather large. This results in a

large spike in the time-derivatives, which invades the

entire spectrum. Probably, a properly tuned ‘‘window-

ing’’ procedure similar to that used by Freund (2001)
can eliminate this deficiency of the Fourier-space com-

putation of the time derivatives. However in this work

we preferred another approach, namely, to compute the

derivatives in the time domain instead. The windowing

procedure demands an adjustment of the window pa-

rameters, longer time samples, and, last but not least,

does not permit to get a good preliminary estimate of

the sound based on relatively short time samples (�50
convective units) as is quite possible when the deriva-

tives are computed in the time domain.

3. Results and discussion

With the techniques outlined above we performed a

simulation of a round jet at a Reynolds number of 104

based on jet diameter and velocity, Mach number

M ¼ Ujet=c0 ¼ 0:9, and boundary-layer momentum

thickness d� 	 0:004D (boundary layer thickness

d 	 0:03D). The time integration is performed with the

step Dt ¼ 0:04D=Ujet and a complete simulation takes on

the order of t ¼ 1000D=Ujet. This case is close to real

aircraft engines, in terms of Mach number, and has been

studied both experimentally and numerically in a num-
ber of projects (e.g., Lush, 1971; Tanna, 1977; Strom-

berg et al., 1980; Freund, 2001; Constantinescu and

Lele, 2001; Zhao et al., 2001).

The first issue we addressed was whether incom-

pressible simulations are usable for the evaluation of a

subsonic jet�s far-field sound through Lighthill�s acoustic
analogy. It turned out that even at low Mach numbers

the pressure disturbances in the acoustic range in the
compressible and incompressible simulations differ

drastically. In particular, the pre-turbulent flow un-

steadiness (shear layer roll-up and vortex pairing) and

turbulence create waves centered on the mixing layer

and at the end of the jet potential core, respectively (see

Fig. 5). The latter waves, especially, radiate more

strongly downstream. Those features are absent from

the incompressible simulation and appear essential for a
correct rendition of the far-field sound and, particularly,

its directivity. We do not consider the question com-

pletely closed, in the sense that we did not try applying

the full quadrupole treatment to an incompressible field

(with an artificial speed of sound), but we note that most

jets of interest on airliners have Mach numbers near 1,

so that a Mach-number expansion should not be accu-

rate. Airframe noise at low Mach numbers may be an-
other matter.

We now consider the salient results of the simulation.

First, in Fig. 6, we present turbulence statistics; time

averaging starts after running the flow for about 800

convective time units and covers 400 time units. The

figure gives strong evidence that the grid and numerics

used in the simulation are good enough for the devel-

oped turbulence (i.e., after the 3D breakdown and full
flow chaotization). The agreement between the predicted

and experimental mean-flow characteristics and Rey-

nolds stresses in this region is very good. For instance,

according to the simulation, the rate of centerline-ve-

locity decay, Bu, and the rate of half-radius growth, Ar05,

come out as 6.05 and 0.094 (dotted lines in Fig. 6a),

while their experimental values vary in the ranges

5.4–6.1 and 0.086–0.096 respectively (Zaman, 1998).
Therefore, as far as turbulence is concerned, we have

confidence that the energy-containing motion is cap-

tured, and leave for later the question of whether the

resolved frequency range is wide enough for the noise.

Before starting the analysis of the far-field sound

predictions, some preliminary comments should be

made on the specific FWH surfaces we have chosen. In

order to evaluate the effect of their specific design and
location, we have collected the FWH data for a rather

wide set of different surfaces. All are funnel-shaped in

order to fit the turbulent region, but they leave different

clearances. Fig. 7 shows three representative surfaces

of different width (S1, S2, and S3) together with a

snapshot of the magnitude of Lighthill�s source term

jo2Tjl=oxjoxlj (we do not use this term in our integration,

but view it as a diagnostic when assessing FWH sur-
faces). One can see that the sleeve of the S3 surface is

located very close to the boundary of the turbulent and

mid-acoustic areas. The length of the surfaces,

xend ¼ 25D, is the largest that avoids the sound deteri-

oration caused by the special near-boundary approxi-

mations described above. Shorter surfaces of length 21D
and 17D were considered as well. In addition, in order to

evaluate the error caused by the use of open FWH
surfaces (without closing disk), along with the described

closed surfaces similar surfaces open at the outlet end

were considered. The ‘‘tightest’’ un-closed surface, S3U ,

Fig. 5. Snapshot of pressure time-derivative (normalized with c0, q0,

D), shaded, and vorticity, lines and shades, from simulation at Mach

0.9.
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is obtained from the surface S3 by a complete removal

of the closing outlet disk. The other un-closed surfaces,

S1U and S2U , have at x ¼ xend ‘‘hanging’’ vertical parts
ending at the sleeve of S3 (point ‘‘A’’ in Fig. 7) so that
all three un-closed surfaces have the same ‘‘angle of vi-

sion’’ of the surface edge from the source of sound, hV,
roughly equal to 20� (based on the simplified analysis of

Freund et al. (1996) performed for open Kirchhoff sur-

faces, these surfaces should provide a correct noise

prediction at observer angles larger than hV).
As far as the range of resolved frequencies is con-

cerned, formally, it is bounded by the time step of saving
the flow data for the noise computations, Ds, and by the

length of the time sample, Tsample : Stmax ¼ 1=ð2DsÞ.
Stmin ¼ 1=Tsample. Therefore, in our computations (Ds ¼
5Dt ¼ 0:2; Tsample ¼ 200), ideally, Stmin ¼ 0:005 and

Stmax ¼ 2:5. However, in reality, the range is quite a bit

narrower. First, the functions we are dealing with are far

Fig. 6. Comparison of predicted mean flow parameters and Reynolds stresses with experiments: 1––x=D ¼ 10, 2––x=D ¼ 15, 3––x=D ¼ 20, 4––

x=D ¼ 25; 5––Hussein et al. (1994); 6––Panchapakesan and Lumley (1993); velocity is averaged over all the grid points in yz-planes, stresses are

averaged over y and z coordinate axes (four grid lines).

Fig. 7. FWH surfaces and snapshot of Lighhill�s source term.
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from periodic in time. So we can anticipate resolving

only the frequencies corresponding to periods being,

say, 5–10 times less than the time sample which results in

Stmin being closer to 0.025–0.05. Second, due to the grid
resolution restrictions, only those sound waves that are

longer than, say, 4 grid cells can be resolved accurately

enough, i.e., Stmax < c0=kmin < c0=ð4DÞ. However the

grid cell size D is varying significantly along the FWH

surface. For instance, at x ¼ 25, Dx 	 0:4, and so

Stmax 	 0:7. The radial grid step at x ¼ 25, Dr 	 0:6–0:8,
and so Stmax 	 0:35–0:5. Finally, the azimuthal grid

step, rDu, at r ¼ 8 is equal to 	0.9, which results in
Stmax 	 0:3. These estimations show that the grid is far

from sufficient for an accurate resolution of the high

frequency sound. On the other hand, the major noise for

the considered jet is generated in the frequency range

St 	 0:1–0:5. So even with that grid, we can hope for a

quite acceptable accuracy for the integral sound inten-

sity. Also, considering that the azimuthal waves are

known to be weak and that the high-frequency sound is

produced mostly in the entry region of the jet where the

grid is relatively fine (even at the FWH surface, thanks
to its shape), we still can expect to resolve frequencies up

to Stmax 	 1:5, provided that these contributions ‘‘enter’’

the far-field integrals in the better region of the grid. For

these reasons, we present below the far-field sound

spectra for the entire frequency range, while the overall

sound intensity is computed only over the range

St ¼ 0:05–1:0. Note that widening the range to higher

frequencies does not change the results noticeably since
the signal drops steeply. Also, considering possible

cancellations of contributions from different parts of an

FWH surface, it is not clear whether resolving a high-

frequency signal on only part of the surface leads to a

smaller error in sound prediction than simply sup-

pressing this frequency.

The major results of the far-field noise prediction are

presented in Figs. 8–12. They turned out much better
than we expected considering the grid coarseness, and

Fig. 8. Comparison with experiment (a) and effect of FWH surface

width (b) and length (c) on the computed overall sound intensity at

jxj=D ¼ 120: 1, 2––experimental data of Lush (1971) and Tanna

(1977); 3, 4, 5––predictions with medium-long (xend ¼ 21D) surfaces S2
(medium-wide), S3 (narrow), and S1 (wide); 6, 7––predictions with

short (xend ¼ 17D) and long (xend ¼ 25D) surfaces S2.

Fig. 9. Effect of the closing outlet disk and of the approach to the time-

derivatives computation in the FWH post-processing on the overall

intensity prediction: 1, 2, 3––as in Fig. 8; 4––prediction with un-closed

surface S2U ; 5––prediction with closed surface S2 and time-deriva-

tives computed in the Fourier-space.
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Fig. 10. Comparison of computed and measured acoustic pressure

spectra; 1––‘‘raw’’ spectrum, 2––‘‘smoothed’’ (averaged over frequency

interval DSt ¼ 0:1) spectrum, 3––experiment of Stromberg et al. (1980).

558 M.L. Shur et al. / Int. J. Heat and Fluid Flow 24 (2003) 551–561



appear better than those in the literature even with finer

grids. In particular, as seen in Fig. 8a where we compare

with the experiment the directivity of the overall sound

intensity computed with the use of the medium-long
(xend ¼ 21D) surface S2, the discrepancy does not exceed
2 dB. Also, a very positive finding is that the FWH-

surface sensitivity within the considered range is rather

weak, unless the surface is too short, i.e., does not en-

close the major sound sources (see Fig. 8b and c).

Fig. 9 confirms the importance of closing FWH sur-
faces at the downstream end for low observer angles,

less than 35� (note that this angle is tangibly higher than
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Fig. 11. Comparison with experiment and effect of the FWH surface width on the computed 1/3-octave sound intensities at jxj=D ¼ 120: 1, 2––

experimental data of Lush (1971) and Tanna (1977); 3, 4, 5––predictions with medium-long (xend ¼ 21D) surfaces S1, S2, and S3.
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Fig. 12. Effect of the FWH surface width on SPL power spectra at jxj=D ¼ 120.

M.L. Shur et al. / Int. J. Heat and Fluid Flow 24 (2003) 551–561 559



we estimated following Freund et al., 1996) and, also,

the crucial role of the computation of the time deriva-

tives at the closing disk in the time domain.

Figs. 10–12 show that the simulation captures not
only the overall sound intensity, but also other salient

features seen in experiments. Namely, it predicts

broadband spectra and correct dominant frequencies.

Also, as could be expected on the basis of the restric-

tions on the high-frequency wave resolution imposed by

the grid discussed above, a significant sensitivity of the

spectra to the FWH surface is observed only at high

frequencies, St > 0:7. Exactly for this reason, this does
not cause any noticeable surface-sensitivity of the

overall far-field sound intensity, which, as mentioned

above, is dominated by lower frequencies.

A peculiarity of the narrow-band sound pressure level

(SPL) spectra presented in Fig. 12 is a tone at St 	 1:5,
corresponding to the shear layer roll-up. Such a tone is

not observed in high-Reynolds-number jet experiments.

Most probably, it is spurious and caused by the flow
being too nearly axisymmetric and periodic upstream of

transition. The tone may also be amplified by grid non-

uniformities, which, as already discussed, can prevent

the proper cancellation of signals from different parts of

the FWH surfaces. If that is correct, the tone should get

weaker or even go away with grid refinement.

4. Concluding remarks and outlook

A coarse-grid DNS of a round jet (total number of

nodes around 500,000 for a Reynolds number of 104)

has been performed at a Mach number of 0.9 primarily

to evaluate the capabilities of this approach, coupled

with the FWH technique, for the calculation of far-field

sound. The ultimate goal of the study is a reliable,
general, non-empirical CFD tool for prediction of the

noise from jet engines. The product of the first stage of

the study presented here is a numerical procedure that

seems capable of providing the target accuracy of 2 dB

for the overall far-field sound intensity generated by a

simple subsonic jet. Important elements of the proce-

dure are: a hybrid finite-difference method based on the

fifth-order upwind/fourth-order centered scheme that
functions as almost centered in the major part of the

computational domain; a near-boundary treatment of

the flow based on the use of an absorbing layer to pre-

vent intense reflections from the boundaries; and a far-

field noise post-processor based on the FWH approach

without outside quadrupoles, with control surfaces

closed by the disks at the outflow boundary, and with

partial time-derivatives computed in the time domain
rather than Fourier space.

On the other hand, many issues still should be re-

solved to reach our final goal. The simulations shown

here are restricted to one value of the Mach number. We

soon will explore Mach-number effects. The same is true

for the effect of jet temperature, which is known to be

significant for engines, and for the effect of a second

stream, co-flowing ambient flow, and so on. The even-
tual industrial method will also account for sound re-

flection and refraction by the wing, for instance. The

simulations have not included any representations of

boundary-layer turbulence at the inflow. Though the

differencing scheme and the present grid seem capable

of providing the rapid transition to turbulence typical of

high-Reynolds-number jets irrespective of the level of

turbulence in the incoming boundary layers, this may be
a key to a more reproducible transition process. The

compromises between resolution and realism will be

difficult. Our preliminary study of LES as applied to the

present jet showed that the grids needed for that are

unaffordable on our present computers. Still, activating

the LES SGS model and therefore avoiding coarse-grid

DNS is the key to approaching grid independence. This

issue also will be addressed in future work.
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